CS 6550 Computer Vision
Midterm Exam (Date: 11/24/2010)

There are totally 6 problems and each problem weights 20 points equally.
1. (20pts) (a) How do you apply the Sobel operators to compute the image gradient? What is the gradient magnitude and what is the gradient direction? (b) What is the gradient covariance matrix H used in Harris corner detection? Give its mathematical definition. (c) How do you detect the corners with this matrix H and the non-maximum suppression strategy? What is the advantage of using the non-maximal suppression here? (d) Briefly compare the non-maximal suppression strategies used in edge detection and corner detection. (e) Is Harris corner detector scale invariant? If no, how do you make it scale invariant? 
2. (20 pts) Consider to partition a set of data points {x1, x2, …, xn}, where each xi is a 3-dimensional RGB color vector, into K clusters by using k-means algorithm. (a) Assume we are given a set of initial K mean vectors, c1, …, cK. give the main two-step procedure in the k-mean clustering. (b) What is the objective function to be minimized in the k-means clustering? Will the k-means algorithm lead to the global minimum of this objective function? (c) How do you choose an appropriate initial guess solution if no prior information can be used here? (d) The mean-shift algorithm can also be used to cluster the same data point set. Give a simple pseudo code for the mean-shift clustering algorithm. (e) Try to compare the k-means and mean-shift clustering algorithms. 
3. (20 pts) Consider the following five image segmentation methods discussed in class: k-means, mean-shift, intelligent scissor, snake, and normalized-cut. (a) Which of them are interactive segmentation methods and which of them are automatic segmentation methods? (b) Which of them are contour-based methods and which of them are region-based methods? (c) Which of them requires solving a generalized eigenvalue problem? Give the equation. (d) Which of them requires solving linear systems for each iteration? Give the linear systems. (e) Which of them have the final segmentation results very sensitive to the initial guess to the algorithm? Explain why?
4. (20 pts) Assume a 3D point (X, Y, Z) in a camera coordinate is projected to a 2D coordinate (u,v), and the focal length of this camera is f. (a) Write down the perspective projection equation that gives the relationship between (X, Y, Z) and (u,v). (b) What is the camera projection matrix in the homogeneous coordinate for perspective projection? (c) What are the intrinsic parameters and the extrinsic parameters for a camera? (d) What is the camera calibration matrix? (e) If you have a camera projection matrix P that maps a 3D point to a 2D image location in the homogeneous coordinate, how do you determine the camera calibration matrix and extrinsic parameters from this matrix P? 
5. (20 pts) Consider the epipolar geometry between two views. Assume a set of 2D-2D image correspondence points between two images captured by two cameras is given. This set of n point correspondences is denoted by {(ui, vi), (ui’, vi’) | i= 1, …, n}, where (ui, vi) is on the left image and (ui’, vi’) is the corresponding point on the right image. 
(a) Describe the epipolar geometry between two cameras by using the Fundamental matrix F.

(b) Given a set of 2D-2D image correspondence points between two images captured by two cameras, what is the least-squares error function for the estimation of the fundamental matrix?

(c) Give the main steps of the eigenvalue method for computing the fundamental matrix F from the set of 2D-2D correspondence points. 
(d) Assume the fundamental matrix between the two images is computed. What is the epipolar line for a point (x,y) on the left image?
(e) How do you determine the epipoles from the fundamental matrix F? 
6. (20 pts) In a stereo vision system, we usually would apply an image rectification procedure to rectify the images before the stereo matching. (a) What is the purpose of the image rectification? What are the advantages of the image rectification procedure? (b) What type of transformations can be used to rectify the stereo images? Please be specific and write down the mathematical form of the transformation. (c) What are the epipoles of the two rectified images? (d) Give a general form of the fundamental matrix between the two rectified stereo images? (e) What is the SSD (Sum of Squared Differences) measure for stereo matching? Give its definition. How do you use it in stereo matching? 
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